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Abstract Large-scale electronic structure calculations

were performed for the interaction energy between coron-

ene, C24H12 with circumcoronene, C54H18, and between two

circumcoronene molecules, in order to get a picture of the

interaction between larger graphene sheets. Most calcula-

tions were performed at the SCS-MP2 level but we have

corrected them for higher-order correlation effects using a

calculation on the coronene-circumcoronene system at the

quadratic CI, QCISD(T) level. Our best estimate for the

interaction energy between coronene and circumcoronene is

32.1 kcal/mol. We estimate the binding of coronene on a

graphite surface to be 37.4 or 1.56 kcal/mol per carbon atom

(67.5 meV/C atom). This is also our estimate for the exfo-

liation energy of graphite. It is higher than most previous

theoretical estimates. The SCS-MP2 method which repro-

duces the CCSD(T) and QCISD(T) values very well for

smaller aromatic hydrocarbons, e.g., for the benzene dimer,

increasingly overestimates dispersion as the bandgap (the

HOMO-LUMO separation) decreases. The barrier to the

sliding motion of coronene on circumcoronene is 0.45 kcal/

mol, and for two circumcoronene molecules 1.85 kcal/mol

(0.018 and 0.034 kcal/mol per C atom, respectively). This

means that larger graphenes cannot easily glide over each

other.
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Circumcoronene � Exfoliation energy of graphite � Sliding

of graphene sheets over each other � Electrostatic models of

dispersion

1 Introduction

Aromatic carbon sheets are important for several reasons.

Large conjugated systems: graphite, graphene sheets, carbon

nanotubes, and fullerenes have already important applications

and are being intensely investigated for future roles in

nanotechnology, in electronics and as structural materials.

Polycondensed aromatic hydrocarbons are ubiquitous envi-

ronmental contaminants and, according to spectroscopic

evidence, are present in interstellar material. Stacking inter-

actions between p systems are important in both biochemistry

and materials science. They are significant for protein con-

formation and are one of the main factors stabilizing nucleic

acids [1–5]. The macroscopic properties of carbon-based

materials are largely determined by p–p stacking interactions.

Similar interactions are also present in porphyrins which are

electronically similar to coronene, and in some inorganic

systems [6, 7]. A number of ab initio studies [8–21] have

addressed the interaction between p systems.

Most of these studies use the supermolecule approach,

i.e., calculate the difference between the energy of the

dimer and the energy of the monomers. However, the

quantitative description of intermolecular energies in this

approach turned out to be a surprisingly demanding task for
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two reasons. First, p interactions are dominated by dis-

persion forces. Dispersion is a pure correlation effect and is

not accounted for at the Hartree–Fock level. Local and

semilocal density functional theory provides a good

description of short-range electron correlation but does not

account for long-range correlation [22]. Some exchange–

correlation functionals, including the simplest functional,

Dirac-Slater exchange [23] and the local density approxi-

mation [24] yield a deep minimum at the interatomic

potential at approximately the van der Waals distance, e.g.,

for the argon dimer [25]. However, the origin of this term is

exchange, not correlation, and therefore it cannot have the

required R-6 leading term of the dispersion interaction.

The simplest method to describe dispersion for the right

reason is second-order many-body perturbation theory.

With the Møller-Plesset partitioning, this is widely used as

MP2 and is quite efficient. Unfortunately, MP2 strongly

overestimates dispersion in p systems [8, 13]. The reason

for this is most likely the neglect of interaction between

correlated pairs which is largely repulsive. In addition, at

typical van der Waals distances there is cancelation

between dispersion attraction and Pauli repulsion, resulting

in error amplification. An added difficulty is that the basis

set superposition error (BSSE) for small- and moderate-

sized basis sets are of the same order of magnitude as

dispersion energies and the binding energy must be cor-

rected for BSSE. Thus, the only direct way of obtaining

benchmark quality p stacking interactions is to carry out

high-level ab initio calculations with appropriate basis sets.

Because of the importance and the difficulty of the

problem, a number of alternative, less costly approaches

have been developed for intermolecular interactions.

However, none of them can serve as a benchmark. Some are

restricted to large or asymptotic distances. Other more

recent methods do not follow rigorously from first princi-

ples, and contain empirical or intuitive elements which

require calibration. The main purpose of the present paper is

to report benchmark quality dispersion energies for the

interaction between large aromatic p systems which were

inaccessible for accurate calculations in the past, for the

purpose of testing and calibrating these methods.

Below, we will discuss briefly the main alternative

approaches. The dispersion interaction of two separated

molecules can be readily calculated from frequency-

dependent polarizabilities of the monomers at imaginary

frequencies. However, this approach, without empirical

damping, is limited to the asymptotic region where the

monomer electron clouds do not overlap. The most rigor-

ous alternative method is symmetry adapted perturbation

theory [26]. An important advantage of this method is that

the interaction energy can be decomposed to physically

meaningful components. However, practical versions of

SAPT are not free of empirical parameters, SAPT is not as

generally applicable as the supermolecule treatment [27],

and fully ab initio versions of it are also computationally

expensive.

The overestimation of the dispersion component of MP2

can be improved considerably by empirical scaling of the

separate spin contributions, as done in the SCS-MP2 and

SOS-MP2 methods [28, 29], or by mixing MP2 and MP3

[30]. These methods perform quite well, although they do

not appear to have a solid theoretical foundation. The SCS-

MP2 and SOS-MP2 methods also underestimate dispersion

(the C6 coefficient) at asymptotic distances where the

parallel and opposite spin components become equal.

An inexpensive way of accounting for dispersion is to

augment local DFT with atom-based empirical dispersion

terms, usually just the dominant R-6 terms, in the spirit of

molecular mechanics [31]. These methods are expected to

perform well for well-localized systems. However, their

performance for large delocalized systems like larger gra-

phitic sheets is uncertain at best. The present results may be

used to refine them. The coefficients for the dispersion

correction can be calculated non-empirically. Sato and

Nakai [32] evaluate them from a non-empirical approxi-

mation to the local dynamic response function in DFT. In a

similar approach, Adamovic and Gordon [33] evaluate

dynamical polarizabilities at imaginary frequencies by the

Coupled-Perturbed Hartree–Fock method and decompose

them in localized contributions.

It can be proved rigorously that local and semilocal

density functional theory (including functionals that

include the kinetic energy density) is unable to describe

genuine dispersion [21]. Nevertheless, the exchange energy

in some DFT versions (for instance in the simple Dirac-

Slater exchange [23]) is attractive at intermediate distance

corresponding roughly to the van der Waals distance.

Recent highly parametrized exchange–correlation func-

tionals, in particular Truhlar’s 2006 functionals [34–36] are

promising candidates for describing intermolecular inter-

actions in the van der Waals region, even though it appears

that they accomplish this through the exchange, and

therefore must fail in the asymptotical region. In the

absence of accurate comparison data, the validity of these

functionals for highly polarizable systems like large aro-

matic hydrocarbons has not been ascertained. Another

approach is to modify the pseudopotentials commonly used

to replace the atomic cores in DFT to simulate the dis-

persion interactions [37, 38]. These methods require cali-

bration, for instance the pseudopotentials of Ref. [37] were

fitted to MP2 calculations.

A method with a solid theoretical foundation is the van

der Waals density functional of Langreth et al. [39, 40].

This method is non-local and requires double numerical

integration with the concomitant computational cost. The

functional, while physically plausible, is approximate and
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therefore its results must be compared with definitive data.

It has been used as the long-range component in Hirao’s

method [41].

A combination of methods has been proposed by

Ángyán et al. [42], using local density functional theory for

short range, and Hartree–Fock and MP2 theories for long

range. Becke and Johnson [43] have developed a highly

intuitive method that derives the dispersion from the

electrostatic interaction of exchanges holes. This method

also uses an empirical parameter, and, although it is based

on an appealing physical picture, it does not appear to be

derivable rigorously from the Schrödinger equation.

Given the inaccuracy of MP2 theory, and the fact that

methods with scaling higher than O(N7) are still compu-

tationally unfeasible for the large molecules in this study,

the only accurate and practical methods appropriate to

stacking interactions between p systems are variants of

singles and doubles coupled cluster (CC) theory (CCSD or

QCISD) with perturbative triples corrections (see [44] for a

review). Local correlation methods [45, 46] have much

lower scaling but their applicability to these highly delo-

calized systems is not yet clear. The coupled electron pair

approximation (CEPA/1) in conjunction with local pair (or

pseudo) natural orbitals has been shown recently to yield

excellent binding energies for weakly bound complexes,

including difficult cases like the benzene dimer [47] at

modest computational cost. However, since it does not

contain explicit triple substitutions which are very impor-

tant for p–p interactions, the good agreement for LPNO-

CEPA must be semiempirical to a certain extent, relying on

the slight overestimation of the doubles contribution which

mimics the missing triples. This leaves coupled cluster with

triples corrections as the only reference quality method.

Since its introduction [48] several variants of the pertur-

bative triples correction have been proposed, the most

popular being CCSD(T) [49], considered by many the

‘‘gold standard’’ of quantum chemistry. However, its steep

O(N7) scaling, with the system size N prevented its appli-

cation to larger p stacked dimers until very recently.

Improved computer performance and advances in formu-

lating and parallelizing the CCSD(T) equations enabled the

conclusive determination of the benzene dimer potential

[13–19, 21]. Larger systems with p interactions have been

still beyond the reach of CC methods with large basis sets.

We have recently completed the development of an effi-

cient parallel CCSD(T)/QCISD(T) program that is capable

of handling large molecules and basis sets on medium-

sized computer clusters [50, 51]. The techniques employed

in this program are described in Ref. [51]. CCSD(T), in

spite of its excellent performance for dynamical correla-

tion, breaks down in the presence of non-dynamical cor-

relation, i.e., when the HOMO-LUMO energy gap becomes

too small, because of its perturbative triples component. An

infinite graphite sheet is a semimetal with zero bandgap at

one point in the Brillouin zone, and therefore

CCSD(T) will break down. However, for the systems

treated here, the HOMO-LUMO gap is sufficiently large

([0.1 Eh) and CCSD(T) is expected to be reliable.

The work described in this paper is an extension of our

earlier work on the coronene dimer [52]. Its main purpose

is to generate benchmark data on p–p dispersion interac-

tions for larger systems, compare the results with less

expensive alternatives like SCS-MP228, parametrize the

results, and extrapolate them to infinite graphene sheets.

2 Computational details

The highest level calculations were carried out at the

QCISD(T) level. The reason for choosing the QCISD [53]

over the more popular CCSD(T) is that it does not require

the recomputation of the AO integrals in every cycle and is

thus more efficient for our integral-direct program [50, 51].

The difference in the interaction energy provided by these

two methods is negligible for the benzene dimer [21] and

corannulene dimer [54].

All calculations were performed using the PQS program

package [55]. The coupled cluster module in PQS allows

large calculations or modest size parallel computers. While

massive parallelism is the current center of attention, it is

still quite difficult to allocate routinely more than a few

hundred CPU cores at most computer centers, and therefore

it is important to be able to handle large calculations on

relatively small computer clusters. By using local disk

storage, the PQS code can carry out large calculations on

modest parallel clusters. The geometries of the monomers

were optimized at the B3LYP/aug-cc-pVTZ level and were

not reoptimized. All data were corrected for basis set

superposition error by the Boys-Bernardi counterpoise

correction.

A recurring problem in ab initio calculations with large

atomic orbital (AO) basis sets is the overcompleteness

problem. For large systems with diffuse basis sets, the AO

basis becomes nearly linearly dependent. This is most

prominent in 3-dimensional systems but 2-dimensional

systems are also strongly affected; even linear chains show

this behavior. The consequences are that the atomic orbital

coefficients can become large, leading to large canceling

contributions in the integrals over molecular orbitals, and

strongly degrading the numerical precision of the results, to

the point that the results become meaningless. In our

opinion, this problem has not been sufficiently addressed in

the current literature. As in our earlier work [52], we have

used aDZ and aTZ basis sets which are applicable for

alternant hydrocarbons. Recall that in alternant hydrocar-

bons, the carbon atoms can be assigned to two sets, none of
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which contains atoms directly bonded to each other. In the

aDZ and aTZ basis sets, the aug-cc-pVXZ basis set is used

for the carbon atoms of one of these sets; the remaining

atoms (including hydrogens) were assigned non-augmented

cc-pVXZ basis. The validity of this construction was tested

in Ref. 52. Omitting the augmentation functions in the aug-

cc-pVDZ basis on every second C atom diminishes the

calculated SCS-MP2 binding energy in the parallel dis-

placed coronene dimer by 2.6% [52]. The error is larger (up

to about 5%) in the benzene dimer, precisely because the

basis set is not yet severely linearly dependent in this small

system. However, the truncation effect is much smaller at

the TZ level and negligible at QZ level (for the benzene

dimer, the numbers are 1.3 and 0.5%, respectively).

Therefore, taking into account the fact that the error

decreases with both the increased size of the system and the

basis set, we estimate that, in the coronene-circumcoronene

dimer, the error of replacing aug-cc-pVTZ by the aTZ basis

set ought to be smaller than 0.5%. The modification of the

basis set resolves the linear dependency problem for

smaller systems. However, it is not sufficient for the severe

linear dependency encountered in the coronene-circumco-

ronene dimer. Using 64-bit precision, it was not possible to

obtain results in the full basis set and it became necessary

to delete from the basis set linear combinations of functions

corresponding to the lowest eigenvalues of the AO overlap

matrix. This method, although widely used, is not ideal, as

it changes the results, and in the worst case can lead to

artificial steps on the potential energy surface (PES). The

aXZ basis sets do not suffer from this deficiency in smaller

systems, as the elimination of redundant basis functions is

performed by appropriate basis set design (see [52] for full

discussion). Unfortunately, for systems larger than the

coronene dimer, the aTZ basis set basis is still nearly lin-

early dependent, and some linear combinations of the basis

functions had to be deleted. The size of aDZ basis set for

the circumcoronene dimer is 2,178 contracted basis func-

tions, while the full basis set has 2,664 functions. For the

triple-zeta basis set, the numbers are 4,608 and 5,472,

respectively. Even the smallest basis set (aDZ) requires

removing 6 linearly dependent basis functions at the

default threshold 10-6. The full aug-cc-pVTZ basis set

requires removing 175 basis functions using the same

threshold.

We have focused on two geometries with parallel rings:

sandwich and parallel displaced (PD). For the aromatic

systems of this size the T-shaped geometry, which is nearly

isoenergetic with the PD form in benzene, is not energet-

ically favorable and is of lesser interest because it cannot

model graphitic interactions. The intermolecular geometry

optimization was performed through a series of SCS-MP2

calculations [28] in the aDZ basis set, as in our previous

work on the coronene dimer [52]. There are two parallel

displaced geometries, depending on whether the displace-

ment is perpendicular to a C–C bond in the central six ring

(conformer A) or parallel to it (conformer B). Just like in

benzene [16] and in the coronene dimer [52], B is more

stable.

The largest system treated here is the coronene-cir-

cumcoronene sandwich. We were able to perform a single

QCISD(T) calculation in the 6–31G*(0.25) basis set which

is a modified 6–31G* basis where the exponent of the

carbon’s d orbitals is set to 0.25 [56]. The purpose of this

calculation was to assess whether the trends observed in

our earlier calculations hold for these much larger aromatic

systems. SCS-MP2 agrees very well with higher-level

QCISD(T) calculations for the benzene dimer but overes-

timates the correlation energy, compared to QCISD(T) for

the coronene dimer. The sandwich geometry was chosen

because it is still feasible to perform QCISD(T) calcula-

tions due to symmetry, and the role of dispersion is larger

than in the parallel displaced (PD) geometry. This is

probably the largest QCISD(T) or CCSD(T) calculation, in

terms of the formal scaling parameter n3N4 (n = 342 is the

number of correlated electrons, and N = 1,152 is the

number of basis functions) performed to date.

3 Results and discussion

Figure 1 shows the potential curves in the vicinity of the

van der Waals minimum for the coronene-circumcoronene

(Cor-Circ, C24H12–C54H18) heterodimer and for the cir-

cumcoronene dimer (Circ–Circ, C108H36) at the spin-

component scaled MP2 (SCS-MP2/aDZ) level, for parallel

displaced (PD) geometries at the optimized horizontal

displacement. We also included the coronene–coronene

potential curve from Ref. [52]. We have scanned

the potential surfaces in the horizontal (x,y) direction.

Figure 2a is a representative plot for the circumcoronene

dimer, showing the characteristic corrugation of the surface

on a 6.4 Å 9 6.4 Å grid. This is qualitatively similar to the

corresponding plot for the coronene dimer [52] but the

corrugation is much more pronounced, in agreement with

the larger contact area and the stronger bond. Figure 2b

contains a smaller section of the surface with one global

minimum and the lowest energy saddle point.

Counterpoise-corrected binding energies and geometries

at the SCS-MP2/aDZ level for the sandwich and PD forms

are shown in Table 1. The SCS-MP2 optimum geometries

show the expected trend: with the increase in the size of a

polycondensed aromatic hydrocarbon, the interaction

energy increases and the interplane distance shortens.

Interestingly, the interplane distance is significantly shorter

for the coronene-circumcoronene (Cor-Circ) sandwich than

for the circumcoronene dimer (Circ–Circ). This appears to
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be an edge effect which is absent in the heterodimer Cor-

Circ. Indeed, extrapolating the Cor–Cor and Circ–Circ

interplane distances as a linear function in 1/n to n = ?,

(n = 2 for Cor, n = 3 for Circ) yields almost exactly the

distance for Cor-Circ which ought to be close to the value

of the infinite plane. The effect is not observed in the

parallel displaced configuration, probably because it has

coronene carbon atoms in an edge position. However, the

optimum horizontal displacement is much shorter. The

cause is probably similar, the central alignment of the

coronene molecule results in weaker edge effect and a

stronger interaction.

Comparison of the SCS-MP2 values with experiment for

the coronene-circumcoronene system, which is probably

the best model for the interaction between larger graphene

sheets, shows that the SCS-MP2 method overestimates the

dispersion attraction and gives interplane distances which

are too short. The common form of graphite has a PD

configuration and a distance between layers of 3.355 Å at

room temperature, decreasing to 3.337 Å at 4.2 K [57]; the

room-temperature data have been confirmed by more

recent high-accuracy diffraction measurements [58, 59].

Comparison with the data in Table 1 shows that the SCS-

MP2 method, which virtually agrees with high-level

CCSD(T) for the benzene dimer [16, 21], overbinds for

these larger graphenes, a conclusion in agreement with the

data on the coronene dimer [52]. The calculated equilib-

rium separation of planes for coronene-circumcoronene

and for the circumcoronene dimer is about 1.31 Å, shorter

than the r0 zero-point distance in graphite. Because of the

anharmonic nature of the potential energy surface, the

experimental re distance is most likely less than the zero-

point value (3.337 Å); we estimate it to be around 3.32 Å.

(Note that most calculated values are compared uncritically

with the room-temperature interlayer distance in graphite,

3.35 Å which is definitely too large for re).

Table 2 shows results for larger basis sets, and the effect

of high-level (QCISD(T)) calculation for the coronene-

circumcoronene sandwich configuration. Because of the

high cost of the triples-corrected calculations, we could

afford only the small 6–31G(d = 0.25) basis set [56] that

was specifically developed for economical calculations of

van der Waals interactions, and only at the symmetrical

sandwich geometry. Our best estimate for the binding
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energy of coronene on circumcoronene is obtained by

assuming the additivity of various remaining contributions.

This assumption can be checked for smaller systems, like

for the coronene dimer where one could perform larger

calculations. The additivity of the CCSD(T) correction was

established by Sinnocrot and Sherrill [13–15]. Here we

face the problem to deduce this correction for the PD

configuration from the sandwich value. In the coronene

dimer case, this correction is nearly proportional to the

SCS-MP2 binding energy value. For instance, denoting the

binding energy by BE, the QCISD(T) correction, i.e.,

[BEQCISD(T) - BESCS-MP2]/BESCS-MP2 is within 1% for the

parallel displaced and sandwich configurations in the cor-

onene dimer (-24.6 and -25.5%, respectively [52]).

Physically, this proportionality is quite natural if one

considers triple and quadruple substitutions as double

substitutions arising from a doubly excited configuration,

and it has been utilized in a number of empirical scaling

procedures, for instance Ref. [60]. Scaling the sandwich

DQCI energy (-9.28 kcal/mol) in the coronene-circum-

coronene system by the SCS-MP2 binding energies we

obtain for the PD conformer DQCI = -10.35 kcal/mol,

giving an estimated QCISD(T)/aDZ binding energy of

29.6 kcal/mol. Adding to this the DSCS-MP2 correction

for basis set extension to aTZ quality, our estimate for the

coronene-circumcoronene binding energy is 32.1 kcal/mol

at the QCISD(T)/aTZ level.

The binding energy of coronene on graphite surface

should be higher than 32.1 kcal/mol because of basis set

effects beyond the triple-zeta level, geometry reoptimiza-

tion, and contributions from the second end lower layers.

Based on data in the benzene dimer [21], we estimate that

extrapolating to a complete basis set would contribute

another 0.6 kcal/mol to the binding energy. The geometry

reoptimization contribution is expected to be small. The

effect of multiple layers can be estimated by noting that the

leading term in the effective dispersion energy (in the case

of isotropic dispersion) between a molecule and an infinite

plane should have a power law of R-4; the change from the

usual R-6 power law for isolated molecules is a purely

geometrical effect. The effect of lower layers on the

desorption energy can be thus estimated as

D(2-4 ? 3-4 ? 4-4) = 0.082D where D is the dispersion

energy between coronene and a single graphene layer. The

latter can be estimated from Table 2 as the difference

between the QCISD(T) and SCF energies, about 57 kcal/

mol for the sandwich structure. Adding all contributions

gives 37.4 kcal/mol for the equilibrium (De) adsorption

energy of coronene on graphite at 0 K. The difference

between the zero-point energy levels, D0, should be

somewhat lower. Depending on the method of analysis,

thermal desorption experiments [61] give 1.3 ± 0.2

(30 ± 5 kcal/mol) or 1.5 ± 0.1 eV (34.6 ± 2 kcal/mol),

somewhat less than our estimate. If the contribution of the

hydrogens to dispersion is neglected, our best estimate for

the exfoliation energy of graphite is 1.56 kcal/mol per C

atom (67.5 meV). We disagree with the authors of Ref.

[61] concerning the correction for the hydrogens. In an

infinite graphene sheet, the C–H bonds are replaced by one

half of a C–C r bond. The dispersion interaction of the

latter should be similar, and probably even slightly larger

than the dispersion attraction of the C–H bond, and

therefore we do not think that the coronene values should

be corrected for the hydrogens. Our value is higher than the

experimental estimates of 54 or 62 meV per C atom,

obtained in [61] without performing the hydrogen

Table 1 SCS-MP2/aDZ binding energies (kcal/mol) and geometry parameters (Å) for parallel displaced (PD) and sandwich configurations of

the coronene, coronene-circumcoronene, and circumcoronene dimers

Property Cor-Cora Cor-Circ Circ–Circ

PD Sandwich PD Sandwich PD Sandwich

Binding energy 23.72 17.74 39.95 35.81 71.64 54.98

Layer separation 3.376 3.661 3.310 3.420 3.311 3.578

Displacement (X) 1.524 0.000 1.225 0.000 1.513 0.000

QCISD(T) binding energy 17.31 12.78

a Ref. [52]

Table 2 Binding energies at various levels of theory for the sandwich configuration of the coronene-circumcoronene dimer, at the SCS-MP2

geometry (see Table 1)

Basis set SCF MP2 SCS-MP2 QCISD QCISD(T)

6–31G (d = 0.25) -26.38 45.53 29.57 11.82 20.29

aDZ -24.87 53.07 35.81

aTZ -25.05 56.17 38.32

424 Theor Chem Acc (2011) 130:419–427

123



correction. It is much higher than the 48 meV obtained by

Langreth et al. [62] using the van der Waals density

functional, and also higher than the value of Galli et al.

[63], 56 meV/C, obtained from a quantum Monte Carlo

calculation. Like all density functional methods, the van

der Waals functional contains assumptions that cannot be

tested internally, only by comparison with experiment or

higher-level theory. Both calculations [62, 63], but partic-

ularly Ref. [62], predict interlayer separations which are

too long (3.6 and 3.43 Å, respectively). The large interlayer

separation obtained by the van der Waals density func-

tional is in accord with the low binding energy. We will

return to this problem in a future paper.

The horizontal sections of the intermolecular potential

surface allow the determination of the barrier to sliding one

graphene layer over the surface of another. As in the cor-

onene dimer, this barrier is much smaller than the straight

path through the sandwich geometry which has a high

barrier, over 4 kcal/mol for the Cor-Circ system. The Cor-

Circ data are the most representative for larger graphene

sheets because edge effects are less important. The reaction

path goes through the higher energy (A) parallel displaced

geometry which is a first-order saddle point, in a snaking

motion. Table 3 compares the energies and geometries of

the minimum (PD B form) and saddle point (PD A form)

for coronene on circumcoronene, and for the circumco-

ronene dimer. The barrier is 0.45 kcal/mol for the coron-

ene-circumcoronene case, close to the value in the

coronene dimer (0.48 kcal/mol, [52] and is surprisingly

high, 1.85 kcal/mol for the circumcoronene dimer.

Figure 2b shows the relevant part of the potential energy

surface for the circumcoronene dimer, with minima at

about (1.5, 0) and (0.75, 1.3) Å, and saddle points (tran-

sition states) at (0, 1.3) and (0.65, 1.1) Å. Although the

value for coronene sliding on supercoronene is close to kT

at room temperature, it is clear that larger graphenes cannot

easily glide over each other. The common textbook picture

explaining the lubricating properties of graphite by sliding

of p systems over each other is definitely incorrect.

Our main conclusion concerning the computational

method is that the SCS-MP2 method, which performs very

well for smaller aromatic systems like the benzene dimer,

becomes increasingly inaccurate and overestimates the

dispersion energy as the graphene size increases. This is

expected, as band gap (the HOMO-LUMO distance)

becomes zero in the infinite graphene sheet. Figure 3

shows the Hartree–Fock HOMO-LUMO gap as a function

of n for n-circumcoronene, from n = 0 (coronene, C24H12)

through n = 1 (circumcoronene, C54H18) to n = 5

(C294H42). Also shown a molecule that is similar to 4-cir-

cumcoronene (C216H36) but the zigzag edges has been

replaced by ‘‘armchair’’ edges; bandgaps are higher in

systems without zigzag edges. With decreasing gap, the

MP2 and SCS-MP2 energies are strongly overestimated.

Note that a similar effect will ultimately affect the calcu-

lation of the perturbative (T) contributions. A comparison

of the QCISD(T) calculation for the coronene-circumco-

ronene dimer (Table 2) shows the MP2 binding energy is

2.24 times larger than its QCISD(T) counterpart. The SCS-

MP2 method also overestimates the p–p interaction more

than in smaller rings, e.g., for this system, the SCS-MP2

binding energy is 46% larger than the QCISD(T) result. For

the sandwich geometry of the coronene dimer, the

Table 3 Energies (relative to infinite separation) and geometry parameters for the minima and transition state on the horizontal (X, Y) potential

surface (in kcal/mol and Å)

Property Cor-Cora Cor-Circ Circ–Circ

Minimum Transition state Minimum Transition state Minimum Transition state

Energy -23.72 -23.24 -39.95 -39.48 -71.64 -69.78

Layer separation 3.376 3.400 3.310 3.325 3.311 3.337

Displacement (X) 1.524 0.000 1.225 0.000 1.513 0.000

Displacement (Y) 0.000 1.405 0.000 1.096 0.000 1.331

a Ref. [52]
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Fig. 3 The Hartree–Fock HOMO-LUMO gap for a series of

circumcoronenes, C24H12 (n = 0) to C294H42 (n = 5). The single

point at n = 4 belongs to C222H42, a graphene that is similar to C216

H36 but has been reshaped to change all zigzag sides to armchair sides
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corresponding figure was 37%. It is expected that this

discrepancy will further increase for larger systems.

Table 2 also indicates that the 6–31G*(d = 0.25) basis

set provides a reasonably good approximation of the

energies obtained with larger basis sets. At the MP2 level,

we obtain 86% of the total interaction energy of the aDZ

basis set and 81% of the energy of the aTZ basis set. The

difference between the aDZ and aTZ basis set is modest

(aDZ yields 94.5% of the binding energy of the bigger aTZ

basis). This suggests that it is more important to provide

diffuse basis functions than high angular momentum

polarization functions for the description of intermolecular

interactions [56, 64]. In spite of its small size, the

6–31G*(d = 0.25) basis captures the essential part of the

aromatic interaction.

We have fitted the coronene-circumcoronene potential

energy surface by a model potential, to identify the prin-

cipal components of the interaction energy. The simplest

model assumes that the long-range interactions are due to

isotropic dispersion which decays as c/r2a; this is a gen-

eralization of long-range dispersion, for which a = 3.

Integrating over the circumcoronene molecule treated as a

uniformly charged disk, the dispersion potential at a point

on the C6 axis is

Vdisp ¼ cp ðR2 � s2Þ1�a � ðR2Þ1�a
h i

=ð1� aÞ ð1Þ

where R is the distance of the point from the ring, s is the

radius of the circumcoronene molecule, treated as a fitting

parameter, and c characterizes the strength of the interac-

tion (c is negative for attraction). For s ? ? and a = 3

(i.e., an R-6 attraction), this gives the expected R-4 law. By

fitting this formula to the SCS-MP2 energies of the cir-

cumcoronene-coronene dimer for ring separation R values

in the 4.5–7.5 Å, we obtain the plausible values a = 3.07

(corresponding to an R-6.14 potential) and s = 4.55 Å, with

an RMS deviation of only 0.1 kcal/mol. This shows that

the long-range interaction is essentially pure dispersion.

This model does not intend to describe the corrugated

potential energy surface for the horizontal (X,Y) motion of

the two molecules. A simple Lennard–Jones potential

between each pair of carbon atoms, V = -c1r-6 ? c2r-12

gives a poor fit, both qualitatively and quantitatively, to the

potential energy surface, probably because the repulsive

part of the potential is not well described by atomic con-

tributions. There is some evidence that the peripheral car-

bons in larger graphenes are more negatively charged than

the inner carbons [8]. Using different parameters for the

peripheral and inside carbon atoms give some improve-

ment but the RMS deviation is still 1.9 kcal/mol, and the

qualitatively most characteristic feature of the (X,Y) sur-

face, the corrugation of the surface, is almost completely

missing. The DFT-CC method of Bludsky et al. [65] is a

promising alternative to fully empirical fittings because the

difficult Pauli repulsion component is presumably well

described by low-cost DFT calculations.
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